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1. B, TRETENEETEINEH LGERNIE

Algorithm 1 Minibatch stochastic gradient descent training of generative adversarial nets. The number of
steps to apply to the discriminator, %, is a hyperparameter. We used k& = 1, the least expensive option, in our
experiments.

for number of training iterations do
for £ steps do

e Sample minibatch of m noise samples {z(1), ..., z(™)} from noise prior p,(z).
e Sample minibatch of m examples {=, ..., (™} from data generating distribution
Pdata(T ).

e Update the discriminator by ascending its stochastic gradient:

Vo3 [l (=) 108 (1-0 (6 (=)))].
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end for
e Sample minibatch of m noise samples {z1) .. z(m’} from noise prior py ().
e Update the generator by descending its stochastic gradient:

1

V.qy%;log (l - D (G (zm))) .

end for
The gradient-based updates can use any standard gradient-based learning rule. We used momen-
tum in our experiments.

2. NEAFRAE DI, TREAEKBERERKTE—LRAD?

3. RTARAPE M sigmoid BFERKZIN, EAFLEEFDHKD? FHEHH
B H LR S 69 4 R



